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Summary of recommendations
· In September 2013, Kazakhstan announced a move from an exchange rate regime linked to the dollar to one formally linked to a basket of currencies:  the dollar, euro and ruble.  The paper supports such a move:  The United States is not a sufficiently important trading partner to justify the extent of the past focus on the dollar. But the author also supports the idea of adding the Chinese yuan to the basket, in light of Kazakhstan’s increasingly important economic relationship with China.

· Separately, the author sees a further move toward greater exchange rate flexibility as desirable.  Kazakhstan is vulnerable to a variety of possible shocks, such as a fall in the world oil price, which would be better accommodated by a more flexible exchange rate regime.

· For example, in place of a narrow band the authorities could start by broadening the band or could adopt a managed float that allowed larger fluctuations but systematically “leaned against the wind”: buying or selling foreign exchange reserves in proportion to a depreciation or appreciation relative to a central long-run equilibrium rate.

· If the exchange rate regime does move further away from a peg and more in the direction of floating, as recommended, it becomes important to have some other nominal anchor for monetary policy, rather than relying on the exchange rate target.

· Many recommend Inflation Targeting as that alternative anchor, but the author shares the skepticism of the Kazakh authorities.  An example illustrates the point.  If a truly serious CPI target had been in place five years ago at the time of the global financial crisis, then Kazakhstan would have faced a difficult and unnecessary dilemma when it was hit by adverse shocks in oil prices, the housing sector, and the banking system. The country would have had either to forego the necessary February 2009 depreciation of the tenge or else to violate strongly the CPI target as the devaluation pushed up import prices.  The former choice would have been dangerous for the economy, while the latter choice would have largely defeated the purpose of having announced IT in the first place (that purpose being long-term monetary credibility).

· An alternative anchor for monetary policy, in place of either the dollar exchange rate or any version of the CPI, is nominal GDP. The attention that nominal GDP targeting has received in recent years has focused on major industrial countries.  But the innovation would in fact be better suited to middle-income commodity-exporting countries like Kazakhstan.  The reason is that supply shocks and trade shocks are much larger in such countries.  In the event of a fall in dollar oil prices, neither an exchange rate target nor a CPI target would let the tenge depreciate.  An exchange rate target would not allow the depreciation by definition, while a CPI target would work against it because of the implications for import prices.  In both cases sticking with the announced regime in the aftermath of an adverse trade shock would likely yield an excessively tight monetary policy. A nominal GDP target would allow accommodation of the adverse terms of trade shock:  it would call for a monetary policy loose enough to depreciate the tenge against the dollar.

· Nominal GDP targeting is not inconsistent with maintaining a public longer-run target for inflation.  A small first step in this direction by the National Bank of Kazakhstan could be regular announcements of nominal GDP growth on a par with the presentation of statistics for the exchange rate and inflation. 

· Regardless what weights are put on such medium-term objectives as inflation and GDP growth, a separate question concerns what is the mechanism of transmission of monetary policy.  Currently the NBK’s reference interest rate seems disconnected from the rest of the financial system, let alone the real economy.  An early priority for the central bank should be to begin targeting the interbank money market rate, with the target announced every few months.  The short-term target for the interest rate could be attained via market operations conducted in some combination of government securities, central bank paper, or foreign exchange.

Exchange rate and monetary policy for Kazakhstan in light of resource exports
Jeffrey Frankel, Center for International Development, Harvard University, December 9, 2013+
Introduction
Kazakhstan, like other commodity-exporting and middle-income countries, is vulnerable to a variety of possible shocks that could hit in 2014 or beyond.  One possibility is an adverse evolution of global financial conditions, originating in a rise in US interest rates or a switch from risk-on to risk-off attitudes of investors, which could lead to decreased availability of capital and higher interest rates in emerging markets.  (The beginnings of such a possible movement seemed underway in the summer of 2013.) Another possibility is a renewed downturn in global demand, originating perhaps in a Chinese hard landing, a return of the euro crisis, or a new breakdown of US budget politics.   A third possibility is deterioration in Kazakhstan’s terms of trade, originating in a fall in the global prices for fossil fuels and mineral commodities.  There is some correlation across these events.   A monetary tightening by the Federal Reserve could set off all three consequences: a rise in the EMBI, a slowing of growth, and a decline in commodity prices.  But the events are also to some extent independent.  For example, a fall in the price of oil could also arise from an improvement in Iran’s international relations or from other geopolitical developments.  
Those are just some international shocks.  Domestic shocks are also possible, as illustrated in Kazakhstan’s recent history by banking troubles, agricultural droughts, and unpredictability in the development of oil resources.
By the very definition of “shocks,” there is no way of knowing which of these things will happen, or whether some of their precise opposites will happen, or something else not on the list.  A wise government will not just wait to react to events but will put in place systems designed to be robust under a wide variety of possible future shocks. This includes regimes for exchange rate policy and monetary policy.
The next part of the paper covers the question of exchange rate flexibility.  The last part of the paper discusses monetary policy.   If a simple fixed exchange rate were the answer for the first question, the second question would then also be largely answered.   But Kazakhstan has appropriately been moving away from a fixed exchange rate -- especially away from a rate fixed vis-à-vis the US dollar.  This makes the problem more interesting.  As we review the lessons of the economic literature on exchange rate and monetary regimes, we will pause at each point to consider whether and how they are relevant for Kazakhstan in light of its own structure and circumstances.
Every country choosing a currency regime, that is, a systematic exchange rate strategy for the longer run, must make two kinds of decisions: (i) How flexible does it want the exchange rate to be?  And (ii), to the extent there is to be some degree of stabilization of the exchange rate, to what foreign currency or basket of currencies should the domestic currency be linked?  We begin with the question of flexibility.  Then we consider the alternatives to a dollar peg, including the basket regime announced by the National Bank of Kazakhstan effective September 2013.[footnoteRef:1]  The paper concludes by considering the alternative nominal anchors of Inflation Targeting and Nominal GDP Targeting.  [1:   Gordeyeva (2013).] 


1. How flexible should the exchange rate be?

The debate over fixed versus floating exchange rates is severely liable to over-simplification in two different ways.  First, there is in practice a continuum of choices along the spectrum from rigidly fixed to freely floating.   Second, the choice of regime should depend on the circumstances of the country in question.   Each regime – fixing, floating, target zones, etc. – has its own proponents who make it sound as if their favored candidate is the right choice for all countries.  But no single regime is in fact the best choice for everyone.  Kazakhstan’s choice should depend on the particular structural aspects of its economy. These include vulnerability to trade shocks and supply shocks.  Important specific examples of such shocks include changes in the global price of oil and other Kazakh commodity exports, changes in the global price of goods that Kazakhstan imports (such as food and autos), droughts affecting domestic agriculture, and increases in public sector wages.[footnoteRef:2] [2:  Kazakstan Ministry of Economy and Budget Planning (2013) and International Monetary Fund (2013, p.32).] 

The pole at the rigidly-fixed extreme of the flexibility spectrum would be the option of joining a currency union.  The most important currency union across countries is of course Europe’s eurozone.   But for Kazakhstan the relevant option would be re-joining a ruble zone, to complement the regional trading arrangement.  Next in the sequence of rigidity are the options of formal dollarization and adopting a currency board.   After that comes a more conventionally fixed exchange rate, though most currency pegs in practice turn out to be “fixed but adjustable.”   At the opposite pole, full flexibility is the option of foreswearing all intervention in the foreign exchange market.  In between the extremes are intermediate options, including crawling pegs, target zones (bands), and managed floating (which can feature systematic “leaning against the wind”).
The “corners hypothesis,” which dominated elite views after the currency crises of the 1990s, held that countries would increasingly be forced to give up intermediate regimes, and to choose between floating and rigid fixing.[footnoteRef:3]  But over the last ten years, most medium-sized and middle-income countries have in fact chosen heavily-managed floats or other intermediate exchange rate regimes, rather than hard pegs or free floats.  Intellectual support for the corners hypothesis has largely disappeared.[footnoteRef:4] [3: Eichengreen (1993), Fischer (2001), and Summers (1999).]  [4:  The author gives an annual lecture at the IMF Institute.  During the years 2002-2010 he surveyed the attending IMF staff members and found a decline from 65% to zero in the percentage who voted “yes” on the proposition that the corners hypothesis was conventional wisdom in the institution.] 

Flexibility and stability in the exchange rate each has advantages.  It is useful to review the arguments on both sides, before attempting to weigh them up. We start with the advantages of fixed rates.

1.a  Five Advantages of Fixed Exchange Rates 

We consider here five advantages of fixing.  They are: (i) providing a nominal anchor to monetary policy, (ii) facilitating trade, (iii) facilitating investment, (iv) precluding competitive depreciation, and (v) avoiding speculative bubbles. 
Of the five advantages of fixed exchange rates, academic economists have tended to focus most on the nominal anchor for monetary policy. The argument is that there can be an inflationary bias when monetary policy is set with full discretion.  A central bank that wants to fight inflation can commit more credibly by fixing the exchange rate, or even giving up its currency altogether. Workers, firm managers, and others who set wages and prices then perceive that inflation will be low in the future because the currency peg will prevent the central bank from expanding even if it wanted to. When workers and firm managers have low expectations of inflation, they set their wages and prices accordingly. The result is that the country is able to attain a lower level of inflation for any given level of output. The strength of the argument for basing monetary policy on an exchange rate target will depend on what alternative nominal anchors might be available; this topic will be explored in the latter part of the paper.
Another leading advantage of fixed exchange rates, especially popular among practitioners, is the second one on the list: the effect of currencies on international trade.  Exchange rate variability creates uncertainty; this risk in turn discourages imports and exports.  Furthermore, dealing in multiple currencies incurs transactions costs. Fixing the exchange rate in terms of a large neighbor eliminates exchange rate risk, and so encourages international trade, at least with that neighbor. Going one step further and actually adopting the neighbor's currency as one's own eliminates transactions costs as well and thus promotes trade even more.  
Academic economists have often been skeptical of this claim, for three reasons. First, in theory, exchange rate uncertainty is merely the symptom of variability in economic fundamentals, so that if it is suppressed in the foreign exchange market, it will show up somewhere else, e.g., in the variability of the price level. Second, logically, anyone adversely affected by exchange rate variability— importers, exporters—can hedge away the risk, using forward markets or other derivative markets. Third, empirically, it used to be difficult statistically to discern an adverse effect from increased exchange rate volatility on trade. 
Each of these three arguments can be rebutted, however. To begin with, much nominal exchange rate volatility in fact appears often unrelated to changes in macroeconomic fundamentals, and appears to be the cause rather than the result of real exchange rate variability.   Furthermore, many smaller currencies have no derivative markets, and even where such markets exist, they may charge costs for hedging (transactions costs plus the exchange risk premium) which limit their actual use.  Thin trading is especially a problem for small and developing countries, but even major currencies do not have forward markets at every horizon that an importer or exporter might need.   Finally, econometric studies based on large cross sections that include many smaller and developing countries have found stronger evidence of an effect of exchange rate variability on trade -- especially on a bilateral basis, where far more data are available.     
The third advantage is that fixed exchange rates facilitate international capital flows.  The argument is closely analogous to the case of international trade flows:  in theory capital importers and capital exporters should be able to hedge currency differences, but in practice risk premiums and transactions costs intervene, as can be observed in failures of interest rate parity conditions.
A fourth advantage of fixed exchange rates is that they prevent competitive depreciation. Competitive depreciation can be viewed as an inferior Nash non-cooperative equilibrium, where each country tries in vain to win a trade advantage over its neighbors. In such a model, fixing exchange rates can be an efficient institution for achieving the cooperative solution. The architects of the Bretton Woods system thought about the problem in terms of the “beggar thy neighbor” policies of the 1930s.   The language of “currency wars,” in which governments complain that the exchange rate policies of others unfairly undercut their competitiveness, was revived when big capital flows to emerging markets resumed in 2010.
The final advantage for fixed exchange rates is to preclude speculative bubbles.    Bubbles can be defined as movements in the price, in this case the exchange rate, that arise not from economic fundamentals but from self-justifying expectations.  
As we already noted, some exchange rate fluctuations appear utterly unrelated to economic fundamentals.  It is not just that tests using standard observable fundamentals such as money supplies and income always find most variation in exchange rates unaccounted for.   After all, residual variation can always tautologically be attributed to unobserved fundamentals (e.g., the much-storied “shifts in tastes and technology”).  The most persuasive evidence is a pattern that holds reliably, either across country pairs or across history: whenever a change in exchange rate regime raises nominal exchange rate variability it also raises real exchange rate variability.[footnoteRef:5]  This observation then allows at least the possibility that, if the fluctuations that come from floating exchange rates were eliminated, there might in fact not be an outburst of fundamental uncertainty somewhere else. Rather, the “bubble term” in the equation might simply disappear, delivering less variability in the real exchange rate for the same fundamentals. [5:  Mussa (1986); Taylor (2002); Bahmani-Oskooee, Hegerty and Kutan (2008).
] 


1.b Five advantages of floating exchange rates

As there are five advantages to fixed exchange rates, there are also five advantages to flexible exchange rates.  They are: (i) national independence for monetary policy, (ii) allowing automatic adjustment to trade shocks, (iii) retaining seigniorage, (iv) retaining lender-of-last-resort capability, and (v) avoiding speculative attacks.

The leading advantage of exchange rate flexibility is that it allows the country to pursue an independent monetary policy. The argument in favor of monetary independence, instead of constraining monetary policy by the fixed exchange rate, is the classic argument for discretion, instead of rules. When the economy is hit by a disturbance, such as a fall in demand for the goods it produces, the government would like to be able to respond so that the country does not go into recession. Under fixed exchange rates, monetary policy is always diverted, at least to some extent, to dealing with the balance of payments. This single instrument cannot be used to achieve both internal balance and external balance. 
Under the combination of fixed exchange rates and complete integration of financial markets, the situation is more extreme: monetary policy becomes altogether powerless to affect internal balance. Under these conditions, the domestic interest rate is tied to the foreign interest rate. An expansion in the money supply has no effect: the new money flows out of the country via a balance-of-payments deficit, just as quickly as it is created. In the face of an adverse disturbance, the country is unable to use monetary policy to counter its effects. After a fall in demand, the recession may last until wages and prices are bid down, or until some other automatic mechanism of adjustment takes hold, which may be a long time, as has been demonstrated by the periphery countries of the eurozone (such as Greece, Ireland, Portugal) and others rigidly tied to the euro (such as the three Baltic countries). By freeing up the currency to float, on the other hand, the country can respond to a recession by means of monetary expansion and depreciation of the currency. This stimulates the demand for domestic products and returns the economy to desired levels of employment and output more rapidly than would be the case under the automatic mechanisms of adjustment on which a fixed-rate country must rely.
The unfortunate reality is that central banks, especially in developing countries, have seldom been able to make good use of independent discretionary monetary policy even when it is available. But even if one does not rely on deliberate changes in monetary policy, there is a second advantage of floating: that it allows automatic adjustment to trade shocks. The currency responds to adverse developments in the country’s export markets or other shifts in the terms of trade by automatically depreciating, thus achieving the necessary real depreciation even in the presence of sticky prices or wages.   The argument goes back to Meade (1951) and Friedman (1953).  The advantage of automatic accommodation to terms of trade shocks is much more important in countries where terms of trade shocks tend to be large, which describes exporters of oil and minerals, as compared to other countries.
 The third and fourth advantages of a flexibly managed currency are two important perquisites of a central bank that the government thereby retains: seigniorage and lender-of-last-resort ability.  The central bank’s ability to earn seigniorage is partially lost if the rates of money creation and inflation are limited to those of the external currency to which it is pegged and which it must hold as foreign exchange reserves.  Seigniorage is lost entirely under a rigid institutional commitment such as a currency board, dollarization or – certainly – full monetary union.
The central bank’s ability to act as a lender of last resort for the banking system depends to a degree on the knowledge that it can create as much money as necessary to bail out banks in difficulty. In the 1990s some claimed that a country that moved to the firm-fix corner and allowed foreign banks to operate inside its borders, such as Argentina, would not need a lender of last resort because the foreign parents of local banking subsidiaries would bail them out in time of difficulty. Unfortunately, Argentina’s experience in 2001 disproved this claim.
The fifth argument for a flexible exchange rate corresponds to the fifth argument in favor of fixing.  Recall that the case for stabilizing the exchange rate arose from a disadvantage of free floating: occasional speculative bubbles (possibly rational, possibly not) that eventually burst. However pegged exchange rates are occasionally subject to unprovoked speculative attacks (of the “second-generation” type).    
This disadvantage of pegging became even more evident in the 1990s than previously: a tendency toward currency mismatch, that is, borrowers’ effectively unhedged exposure in foreign currency (possibly rational, possibly not), ending badly in multiple equilibrium and speculative attacks.  Some even argue for floating on the grounds that it would be beneficial to introduce gratuitous volatility into the exchange rate in order to discourage unhedged borrowing in foreign currency.[footnoteRef:6]Although that may sound implausible, emerging markets that introduced more exchange rate variability after the currency crises of the 1990s do seem to have reduced currency mismatch in the subsequent round of capital inflows (2002-2007), and thereby to have coped better with the global financial shocks that began in 2008.  Countries in the outer periphery of Europe, especially Eastern Europe, did not do this, and they are the ones that initially suffered the most from the global recession.  [6:  Eichengreen and Hausmann (1999), Velasco and Chang (2006) and Arteta (2005).] 

The bottom line, however, is that overvaluation, excessive volatility, and crashes are possible in either regime, peg or float.

1.c  How to weigh up the advantages of fixing versus floating

Which dominate: the advantages of fixing or the advantages of floating?  Empirical attempts to evaluate performance are hampered by the fact that de facto exchange rate regimes frequently differ from de jure:   countries do not in practice follow the regime that they have officially declared.   Many governments that say they float in fact do not float.[footnoteRef:7]   Many governments that say they peg, do not in fact hold the peg for long.[footnoteRef:8]  Many governments that say they follow some version of a basket, in fact fiddle surreptitiously with the weights in the basket.[footnoteRef:9] [7:  This is the “fear of floating” of Reinhart (2000).]  [8:  Obstfeld and Rogoff (1995) and Klein and Marion (1997).]  [9:  Frankel, Fajnzylber, Schmukler, and Servén (2001).] 

Some studies have attempted to classify countries according to their de facto exchange rate regime and then to test which categories have superior economic performance, judged by growth and other measures. This literature is entirely inconclusive.  One reason is the difficulty in agreeing how to classify de facto regimes, which in turn is partly because many countries in fact do not typically follow any single regime for longer than a year or so without changing parameters, if not changing regimes altogether.  But the more profound reason why econometric studies do not yield any consensus on which exchange rate regime works best is that the question depends on the circumstances of the particular country.   
No single exchange rate regime is right for all countries.  This proposition may sound obvious, but there are some who tend to recommend hard pegs for all, some who tend to recommend floating for all, and some who tend to recommend intermediate regimes such as target zones for all.[footnoteRef:10] [10:  Frankel (1999, 2003, 2012c).  An example from each of the three schools, respectively:  Hanke and Schuler (1994), Larrain and Velasco (2001), and Williamson (2000).   ] 

We need a framework for thinking about the characteristics that suit a country or other geographic area for fixing or floating or intermediate regimes, the characteristics that determine the relative weight that should be placed on the advantages and disadvantages considered above.    The traditional framework was the theory of optimum currency areas, which focused on trade and stabilization of the business cycle.    Thinking has evolved since then. In the 1990s a focus on financial markets and stabilization of speculation added some additional country characteristics to the list, such as a need to import credibility from abroad.  More recently, factors such as financial development and terms of trade volatility have made a comeback.
An optimum currency area is sometimes defined broadly:  as a region that should have its own currency and own monetary policy.   I prefer a definition with more content.  First, let us note that smaller units tend to be more open and internationally integrated than larger units. Then an OCA can be defined as a region that is neither so small and open that it would be better off pegging its currency to a neighbor, nor so large that it would be better off splitting into sub-regions with different currencies. “Openness” here means international integration along many dimensions, of which trade is just the first.

1.d. Country characteristics that should help determine the choice of regime for Kazakhstan
    A list of criteria that qualify a country for a relatively firm fixed exchange rate, versus a more flexible rate, should include at least nine characteristics.
1. Small size and openness, as reflected, for example, in the ratio of tradable goods to GDP.[footnoteRef:11]   Advantages of fixing, such as facilitation of trade, tend to be larger for these countries and advantages of floating, such as discretionary monetary policy, tend to be smaller.[footnoteRef:12]  Out of 184 countries, Kazakhstan ranks squarely in the middle of the pack in terms of openness.[footnoteRef:13] [11:  The classic reference is McKinnon (1963). ]  [12:  Romer (1993).]  [13:  Frankel (2005).] 

2. The existence of a major-currency partner with whom bilateral trade, investment and other activities are already high, or are hoped to be high in the future.  In theory a country can peg to a basket of foreign currencies if necessary to match a geographically diversified trade pattern.  But in practice a peg to a single dominant trade partner, if one exists, is simpler and more credible.   Kazakh trade patterns are discussed further below. 
3. “Symmetry of shocks.”  This term refers to high correlation of cyclical fluctuations between the home country and the country to which pegging is contemplated.   The condition is important because, if the domestic country is to give up the ability to follow its own monetary policy, it is better if the interest rates chosen by the larger partner are more often close to those that the domestic country would have chosen anyway.[footnoteRef:14]  Here it matters very much with whom one is considering linking the currency. If the partner in question for Kazakhstan were Russia and its ruble, there is an indeed a relative high symmetry of shocks, due to the importance of oil production in both economies: the correlation is 96%.  If the partner were to be Europe and its euro, the symmetry is much lower: 55%.  For the US and its dollar, the correlation is even lower:  53%.[footnoteRef:15] [14:  Mundell (1961) and Bayoumi and Eichengreen (1994).]  [15:  Frankel (2005, Table 2).] 

4. Labor mobility.  When monetary response to an asymmetric shock has been precluded, it is useful if workers can move from the high-unemployment region to the low-unemployment region.  This is the primary mechanism of adjustment across states within the monetary union which is the United States.  Kazakhstan is, on net, a host for in-migration:  From 2000 to 2007, it received an inflow of 2 ½ - 3 million, constituting 16-19% of its population and qualifying it as the 16th largest host of immigration in the world.[footnoteRef:16]  (There are many out-migrants too, especially ethnic Russians who moved to Russia after the break-up of the Soviet Union.)  In early 2009, the in-migration abruptly reversed as a consequence of the Kazakh portion of the global banking and housing crises. In particular, construction workers returned to Kyrgyzstan, Tajikistan, and Uzbekistan. While the net boom-bust cycle was disruptive, the sensitivity of cross-border labor flows to economic conditions probably dampened the extent of inflation during the boom and the extent of unemployment during the bust (from the standpoint of the Kazakh population). The point of the classic article in which Mundell (1961) originally coined the term “optimum currency area” was that, other things equal, such counter-cyclical labor mobility reduces the need for an independent currency and monetary policy. [16:  Marat (2009).] 

5. Countercyclical remittances.   In any given year, inflows or outflows of migration are a relatively small fraction of the labor force.  Emigrants’ remittances, however, (i) constitute a large share of foreign exchange earnings in many developing countries, (ii) are variable, (iii) appear to be countercyclical.[footnoteRef:17]   They seem to respond to the difference between the cyclical positions of the sending and receiving country.  Like counter-cyclical migration itself, countercyclical remittances makes it a bit easier for a country like El Salvador, for example, to give up the option of setting its monetary policy differently from what the United States does.  Remittances will achieve some of the smoothing.[footnoteRef:18]  This factor seems more relevant for Kazakhstan today than it was a decade ago.[footnoteRef:19] [17:  Frankel (2011a) and other references cited therein.]  [18:  Sophisticated theories of intertemporal optimization say that regular capital flows should play the smoothing role too.  In practice however, private capital flows do not appear to be countercyclical. Calderón and Kubota (2012); Kaminsky, Reinhart, and Vegh (2005); Mendozaand Terrones (2012); and Reinhart and Reinhart (2009).]  [19:  Remittances were small up to 2003 (Frankel, 2005).] 

6. Countercyclical fiscal transfers.   Within the United States, if one region suffers an economic downturn, the federal fiscal system cushions it; one estimate is that for every dollar fall in the income of a stricken state, disposable income falls by only 70 cents.    Such fiscal cushions are mostly absent at the international level.   
7. Political willingness to give up some monetary sovereignty. Some countries look on their currency with the same sense of patriotism with which they look on their flag.   It is not a good idea to force subordination to the US dollar or the euro or any other foreign currency down the throats of an unwilling public.  Otherwise, in times of economic difficulty, the public is likely to blame Washington, D.C., or Frankfurt.
8. Level of financial development.   Countries seldom float without first having developed financial markets.  Fixed rates are considered better for countries at low levels of financial development. As markets develop, exchange flexibility becomes more attractive.  A similar finding is that only for richer and more financially developed countries do flexible rates work better than fixed rates, in the sense of being more durable and of delivering higher growth without inflation.[footnoteRef:20] [20:  Husain, Mody and Rogoff (2005) argue that in countries where financial markets are thin, the benefits of using exchange rate flexibility to accommodate real shocks are outweighed by costs of financial shocks. Aghion, Bacchetta, Ranciere and Rogoff (2005) proxy financial market development by the ratio of Private Credit to GDP and estimate 40% as the threshold above which exchange rate flexibility dominates. ] 

9. Origin of shocks.   An old textbook wisdom holds that fixed rates work best if shocks are mostly internal demand shocks (especially monetary), but floating rates work best if shocks tend to be supply shocks or real shocks (especially external trade shocks).   The theory is that floating rates can automatically accommodate or adjust to real shocks.  Developing countries tend to be more prone to real or supply shocks than advanced economies.  Natural disasters are one variety of supply shocks; Ramcharan (2007) finds empirically that floating countries weather them better. Terms of trade fluctuations are a particularly common variety of real shock.  Again, high variability in the terms of trade makes it more likely that a floating exchange rate dominates a pegged exchange rate.  Econometric support for the effectiveness of floating rates in dealing with terms of trade shocks comes from Broda (2004), Edwards and Yeyati (2005), Edwards (2011), Rafiq (2011) and Céspedes and Velasco (2012).[footnoteRef:21]  In the case of Kazakhstan, the need to accommodate commodity shocks is probably the most powerful argument for exchange rate flexibility. [21: Because small countries tend to be less diversified in their exports, criterion 9 can sometimes be at odds with criterion 1.] 

1.e. A verdict on the degree of exchange rate flexibility for Kazakhstan
Looking across the foregoing criteria, Kazakhstan is neither so small and open as to require a firmly fixed exchange rate nor so large and self-sufficient as to mandate a free float.  This was the conclusion in Frankel (2005).[footnoteRef:22]  The case for an intermediate regime has, if anything, become clearer since then. The most important Kazakh exports include oil, of course, and also natural gas, coal, uranium, iron, copper, chromium, and other minerals.  The big swings in the world prices of these commodities – including sharp peaks in 2008 and 2011 -- has reinforced the need for the exchange rate to be able to move to accommodate trade fluctuations. [22:  Similarly, Husain (2006) concluded that changes in the Kazakh economy in recent years “strengthen the case against a peg,”] 

The Kazakh authorities made the decision to move away from a fixed exchange rate ten years ago.  The tenge experienced a trend appreciation from 2003 to 2007,[footnoteRef:23]a period of rising world oil prices.  But it was re-stabilized in terms of the dollar in 2008 when the oil price was at (what turned out to be) a temporary peak, within an implicit band of plus-or-minus 2 per cent.  This near-fixed exchange rate ended abruptly in February 2009, with a devaluation of about 25%.[footnoteRef:24] The devaluation came during a severe banking crisis.  But it is also relevant that oil prices at the time had fallen rapidly from their 2008 peak (and that the Russian ruble had gone into freefall in January 2009).  The tenge’s cycle of a five-year upswing followed by the 2009 devaluation thus matched the Dutch Disease pattern familiar to many an oil-exporting country: a prolonged real appreciation when oil is booming, accompanied by a boom in construction and other non-traded goods and services, followed by an abrupt crash.[footnoteRef:25] [23:  Husain (2006) and Gissy (2009) estimate a number of changes in the de facto exchange rate regime, but a general trend toward increased flexibility from 2001 to 2006.]  [24:  National Bank of Kazakhstan (2009).]  [25:  Frankel (2012a, b) surveys writings on the Dutch Disease and natural resource curse, including Corden (1984), Gelb (1986), Auty (1990), Sachs and Warner (1995, 2001), Torvik (2001), Hausmann and Rigobon (2003), Davis, Ossowski and Fedelino (2003), Sachs (2007), Alexeev and Conrad (2009), and Ross (2012).   Égert and Leonard (2008) applies to Kazakhstan.
] 

Some rise and fall in the currency to match the rise and fall in oil prices is desirable.  That is what accommodating terms of trade shocks implies.  But it is not desirable that the depreciation take the form of abrupt abandonment of a previously declared link to the dollar, which undermines central bank credibility.   Better to have an exchange rate regime that is robust enough that the country can live with it more than two years in a row.  (The February 2009 devaluation was followed by a corridor for the dollar/tenge exchange rate, and then in March 2011 by a managed float centered on the dollar, and then in September 2013 by the target vis-à-vis a basket of foreign currencies.)  
One implication is that Kazakhstan should move toward a more flexible exchange rate, to better accommodate shocks.  It is also what the IMF recommends.  In the 2013 Article IV Consultation, published in September, the IMF reported that the authorities “agreed to consider the scope for allowing greater exchange rate flexibility over the medium term.”  By the time the IMF Report was published, the authorities had just announced the move toward a basket regime.  That step away from a dollar peg is consistent with the recommendations and for the sensible reasons: to better reflect the country’s pattern of trade and to discourage the one-way speculation that had been invited by a target against the dollar.  But it remains to be seen whether the new regime will exhibit the degree of flexibility that has been recommended.  
The credibility of the central bank would be enhanced if, instead of switching exchange rate regimes every couple of years, it could adopt a regime that was likely to be robust to future shocks, particularly the supply shocks and trade shocks that Kazakhstan often faces.  Robustness means that the central bank doesn’t need to abandon its target ex post.  Thus its credibility is enhanced by the existence of the rule rather than damaged.
2.  A basket for the tenge
To what currency or basket of currencies should Kazakhstan seek to link its currency, to the extent that it chooses to stabilize its exchange rate at all?  The choice of anchor is logically independent of the choice of degree of stability.
I noted in Frankel (2005), “There is no natural choice of anchor currency for Kazakhstan, regardless whether the contemplated link is tight or loose…. Kazakhstan is simply not in the position of having an obvious candidate for single-currency peg in the manner of Central European (who can link to the euro) or Central American countries (who can link to the dollar). This same problem is common throughout Asia and among many oil producers throughout the world. That leaves a basket as an obvious anchor or benchmark…”
In some ways, it is understandable why Kazakhstan has been dollar-oriented until now.  In the economically and politically chaotic aftermath of the break-up of the Soviet Union, only the dollar offered the stable unit of account, medium of exchange and store of value that was so badly needed.   There was little alternative to the dollar in an era when Russia was monetarily highly unstable (attaining hyperinflation in 1992), the mark and yen were not living up to the talk of rivaling the dollar as international currencies, and the euro did not yet exist.  That explains official attempts to stabilize the tenge in terms of the dollar as well as private sector desires to hold dollars.  Furthermore, once private sector dollarization has become an established fact, it becomes harder to introduce variability into the tenge/dollar exchange rate:  depreciation of the currency inflicts damage to the balance sheets of banks with dollar liabilities.
But Kazakhstan’s geographic and economic position makes it ill-suited to a dollar peg.   The European Union, Russia, and China are easily the three most important trading partners (China having rapidly gained ground), with the United States ranking only in 7th place, at 2% of trade.  The EU is the biggest destination for Kazakh exports (40%), including especially Italy, followed by France and the Netherlands.   After the EU comes China (21% of exports and Russia (10%).   On the import side, Russia is still the most important source (31 %), followed by China at 27% and the EU at 20%.[footnoteRef:26]    Stabilizing the exchange rate vis-a-vis the dollar thus means destabilizing the exchange rate vis-à-vis Kazakhstan’s most important trading partners.  [26:  The bilateral trade statistics pertain to 2012.  The source is the IMF’s Direction of Trade Statistics.] 

It is true that the prices of oil and mineral commodities are usually specified in terms of dollars, so that pegging to the dollar eliminates the short-run uncertainty of knowing what a signed contract to sell oil at a fixed price will fetch in terms of local currency.  But typically contracts, if not short-term, are linked to the world oil price.  Large decreases or increases in the value of the dollar in terms of the euro or other major currencies are usually reflected quickly in large increases or decreases in the value of oil in terms of the dollar.  This means that pegging to the dollar does not basis yield any more certainty about the value of oil exports on an annual than does pegging to the euro.
The euro has been a viable international currency from the day of its birth in 1999.[footnoteRef:27]  Despite the severe problems of the euro crisis that began at the end of 2009, nothing has yet happened to end the euro’s position as the number two currency for international transactions nor even to impair its value (inflation remains low and it is still stronger against the dollar than it was in its first years of life).   The euro warrants a large share in the tenge’s currency basket in light, particularly, of the large trade share of euro countries.  Subtracting non-euro members from the 40% EU share makes hardly any difference. [27:  Chinn and Frankel (2007) and references cited therein.] 






Table 1:  Ranking of Kazakhstan’s trading partners
[image: ]
Source: Direction of Trade Statistics, IMF.

There are at least three arguments that favor pegging to the Russian ruble.   First, we saw in section 1d(3) that the Kazakh economy has a much higher correlation with Russia (96%) than with the EU or other economies, thanks to the shared role of oil.  Second, Russia is still an important bilateral trading partner, especially on the southbound import side.  Third, if one saw a bright future for the Eurasian Union which was launched in 2010 with the customs union among Russia, Kazakhstan and Belarus, one might want a currency area that corresponded to the trade area.  
The three arguments against pegging to the ruble, however, seem stronger.  First, the function of monetary anchor is not well served by a currency with a past history of extreme instability (which is why Kazakhstan followed other members of the Former Soviet Union out of the ruble zone in the first place[footnoteRef:28]).  Second, the center of economic gravity in Asia has been shifting strongly in the direction of China. Third, it is difficult to see a bright future for the Eurasian Union. [28:  Goldberg, Ickes, and Ryterman (1994).   Chaplygin, .HH Hallett,and Richter (2006) consider reinstatement of  the ruble zone.] 

The first two pro-ruble arguments, trade shares and cyclical correlation, are strong enough to earn the currency a major weight in the tenge basket.  If anything, the weights announced for the new basket of September 2013 – 70 percent on the dollar, 20 percent on the euro and 10 per cent on the ruble – sound slanted toward the dollar and away from the ruble.  Russia in 2005 and again in 2012 announced that its exchange rate policy would be a corridor around a basket of dollars and euros.  So long as that regime is genuine and lasting, it would not make much difference whether Kazakhstan increased the weight of the ruble in its own basket at the expense of the other two or not.  It only makes a difference if the ruble moves far away from its own declared basket.[footnoteRef:29]   [29:  If Russia devalued against the basket, as in 1998 and 2009, a large ruble weight for the tenge basket would pull the latter down with the former.  This could be desirable for Kazakhstan, if such a Russian devaluation were caused by a fall in oil prices.  But it would be undesirable if it were caused by a return of Russian monetary or economic instability.] 

The Chinese yuan is conspicuous by its absence from the September 2013 basket.   NBK Chairman Grigory Marchenko was quoted as saying “We do not rule out that China’s yuan can become part of the currency basket in the future.”[footnoteRef:30]   It is true that the yuan has been pegged to the dollar during much of the time since 1995, and to that extent linking to one has meant linking to the other.  But the yuan was allowed to appreciate substantially against the dollar during 2006-08 and again after 2010.   China’s exchange rate is likely to become increasingly variable in the future.  Thus it is likely to make a difference in the future.  Given the high and rising weight of China in Kazakhstan’s international transactions, it seems desirable to assign a role to the yuan in the basket, alongside the dollar, euro, and ruble. [30:  Gordeyeva (2013).] 


3.   Alternative Nominal Anchors:  IT and Nominal GDP Targeting
As already noted, despite the advantages of a bigger move in the direction of floating, it would lose the benefit of the exchange rate as a nominal anchor.   What is to take its place?  The price of gold and the money supply each had their time in the sun as favored nominal anchors, but both candidates are now largely relics of history.  We here consider two alternative nominal anchors: the CPI and Nominal GDP.
3a. Inflation Targeting
Many emerging markets reacted to the speculative attacks of the 1990s by floating their currencies and then by adopting Inflation Targeting as their new monetary framework, generally with the approval of the IMF.
The IMF apparently would have liked a move toward Inflation Targeting for Kazakhstan as well, but the national authorities are less positive on this idea.[footnoteRef:31] It is said that the extent of dollarization – 40% of bank deposits being dollar-denominated – inhibits an early move to inflation targeting.[footnoteRef:32]   This may really mean that dollarization inhibits any stronger move toward full flexibility in the dollar-tenge exchange rate, with or without IT.     [31:  IMF (2013, p.11). Also Kazakhstan Ministry of Economy and Budget Planning (2013) and Alzhanova (2013).. ]  [32:  Yilmaz, Oskenbayev, and Abdulla, (2009) study the effects of dollar holdings in Kazakhstan.] 

The increase in import prices when the tenge devalued against the dollar in 2009 is perhaps the biggest recent illustration of the difficulties of targeting the CPI.  But the depreciation would not have presented the same difficulties if the target had been the GDP deflator or nominal GDP, since it came at a time of falling oil prices and oil receives a large weight in nominal GDP.  Inflation as measured by the GDP deflator stayed at a sedate 3.3 per cent in 2009, far below the 7.3 per cent inflation rate in the CPI (p.a.).
The appendix to this paper discusses at greater length the larger issue of Inflation Targeting versus Nominal GDP Targeting as alternative anchors for monetary policy, both in general and specifically with reference to commodity-based countries like Kazakhstan.  It supports nominal GDP targeting.

3b. Nominal GDP targeting for resource-based countries
The attention that nominal GDP targeting has received in recent years has focused on major industrial countries.  But the innovation would in fact be better suited to middle-income commodity-exporting countries like Kazakhstan.  The reason is that supply shocks and trade shocks are much larger in such countries.    Figure 1 shows that both natural disasters and terms of trade shocks are a more important source of volatility in emerging markets and developing countries than in industrialized countries.
Figure 1: Supply Shocks are More Frequent in Emerging Markets and Developing Countries
[image: ]
Neither an exchange rate target nor a CPI target would allow the tenge to depreciate in the event of a fall in dollar oil prices.  A nominal GDP target would allow accommodation of the adverse terms of trade shock:  it would call for a monetary policy loose enough to depreciate the tenge against the dollar.  An exchange rate target would not allow the depreciation by definition, while a CPI target would work against it because of the implications for import prices, as in 2009.  In both cases sticking with the announced regime in the aftermath of an adverse trade shock would likely yield an excessively tight monetary policy.  Under a nominal GDP target, adverse supply shocks are automatically divided between real output loss and inflation, as one would want.
Consider how each of three regimes behaves under each of three shocks, as illustrated by Table 2: a pure domestic supply shock (such as a drought) and two kinds of terms of trade shocks: a fall in the price of the export good, say oil, and a rise in the price of the import good, say clothing.  Of course other sorts of shocks can happen as well; but the premise here is that we are talking about a country where these three kinds of shocks are the biggest ones.
Table 2: Comparing targets for the exchange rate, CPI, and nominal GDP
[image: ]
In the case of the exchange rate target, the currency is prevented from depreciating in response to an adverse supply shock or terms of trade shocks, leaving the economy with a trade deficit (and with a loss in income if the shock is a fall in the price of oil exports, inflation if the shock is a rise in import prices, and both if it is a supply shock).    The CPI target, if taken seriously, can actually call for a monetary policy reaction that has the exchange rate moving in the wrong direction in response to these shocks.  Only the nominal GDP target has the exchange rate depreciating in response to an adverse domestic supply shock or fall in the world price of oil.
	
3.c Two objections to nominal GDP targeting

       The IMF and many central bankers are averse to nominal GDP targeting because they think it means giving up on the goal of a low long-run inflation target.  But it is not inconsistent with maintaining a public longer-run target for inflation.  A small first step in this direction by the National Bank of Kazakhstan could be regular announcements of nominal GDP growth on a par with presentation of statistics for the exchange rate and inflation.
Another common objection to nominal GDP targeting is that the monetary authorities would not be able to hit the target, even if targets are set regularly, in light of current conditions.  Needless to say, nobody has proposed announcing a precise target for nominal GDP and creating an expectation that it can be hit, any more than is the case with a target for M1 under monetarism or the price level under Inflation Targeting.  In all three cases, one strategy is to announce the forecast or target for the nominal variable in question.  Another is to announce a target range, perhaps setting it a year at a time.  The range could be wide, for example wide enough that the authorities could expect to hit it 2/3 or 90% of the time, allowing the public to hold the central bank accountable by means, in effect, of statistical testing. 
How wide would the range for nominal GDP have to be compared, for example, to the range for an inflation target?  In countries where supply shocks dominate on an annual basis, unexpected changes in the price level should be negatively correlated with unexpected changes in real output, with the implication that the uncertainty around nominal GDP should be less than the uncertainty around the price level.  This is because (in log or percentage terms) when nominal GDP changes are the sum of real output changes and changes in the GDP deflator;  if the latter two variables are negatively correlated, then they should cancel out to some extent when adding up to changes in the sum of the two.  In countries where aggregate demand shocks dominate, the price level should be positively correlated with real output, with the implication that the uncertainty around nominal GDP should be greater than the uncertainty around the price level.

        Table 3a Kazakhstan – Analysis of One-year Consensus Economics Forecast vs Actuals (1998-2012) 
	Variable (growth rates)
	Parameter
	Variance
	Standard deviation
	Mean of
the actuals

	
	
	
	
	

	NGDP
	Forecast-Actual
	0.52%
	7.22%
	19.26%

	RGDP
	Forecast-Actual
	0.11%
	3.33%
	6.78%

	Deflator
	Forecast-Actual
	0.32%
	5.66%
	12.48%



· NGDP growth rate, RGDP growth rate, Deflator, and CPI from WDI Database
· Consensus Forecasts for RGDP growth rates and CPI inflation rates. The CPI inflation forecast is taken as a proxy for deflator and the NGDP forecast is calculated from the RGDP forecast and the CPI inflation forecast. 
· The forecasts are for the period 1998-2012. I have taken the forecast made at the beginning of the year (one year ahead)





	To undertake a complete evaluation of nominal GDP targeting versus inflation targeting or other alternatives, we would need to estimate a model, featuring at a minimum an aggregate demand equation and an aggregate supply equation.[footnoteRef:33]  Here we try a simple first pass at estimating whether a target range for nominal GDP would have to be wider or narrower than an inflation target range.  We try two methods for forecasting the variables, before interpreting the standard deviation around those forecasts as a measure of uncertainty.    First, we obtain forecasts for Kazakh economic variables from a survey conducted by Consensus Economics (Table 3a).  Second we construct forecasts by looking at the historical time series patterns of the variables themselves, estimating ARIMA processes (Table 3b). [33:   See Appendix.  ] 


Table 3b: Size of uncertainty bands around ARIMA forecasts of annual statistics            

	Sl No
	Country
	Years
	Covariance of Real GDP & Deflator
	Nominal GDP Std Deviation
	RGDP Std Deviation
	Deflator Std Deviation
	CPI Std Deviation

	
	
	
	
	
	
	
	

	1
	Philippines
	1962-2012
	-0.0018
	0.0780
	0.0366
	0.0911
	0.0910

	2
	Bangladesh
	1962-2012
	-0.0034
	0.1609
	0.0554
	0.1720
	0.0307

	3
	Mauritius
	1982-2012
	0.0004
	0.0469
	0.0325
	0.0303
	0.0503

	4
	Vietnam
	1962-2012
	-0.0018
	0.3844
	0.0158
	0.3888
	0.0754

	5
	Chile
	1962-2012
	0.0038
	0.2794
	0.0598
	0.2585
	 

	6
	Indonesia
	1962-2012
	-0.0019
	0.4493
	0.0503
	0.4506
	0.4528

	7
	Mozambique
	1980-2012
	0.0114
	0.3162
	0.0799
	0.2659
	0.1337

	8
	Nigeria
	1962-2012
	-0.0016
	0.2247
	0.0844
	0.2179
	0.1147

	9
	Algeria
	1965-2012
	-0.0022
	0.1391
	0.0669
	0.1386
	0.0560

	10
	Ecuador
	1962-2012
	0.0001
	0.1949
	0.0408
	0.1901
	0.1284

	11
	Ethiopia
	1981-2012
	-0.0042
	0.1293
	0.0879
	0.1320
	0.1443

	12
	Sri Lanka
	1962-2012
	-0.0002
	0.0732
	0.0265
	0.0716
	0.0660

	13
	Zambia
	1962-2012
	0.0010
	0.2012
	0.0655
	0.1849
	0.2242

	14
	Pakistan
	1962-2012
	-0.0001
	0.0672
	0.0325
	0.0597
	0.0511

	15
	Morocco
	1965-2012
	0.0003
	0.0810
	0.0522
	0.0573
	0.0379

	16
	Peru
	1962-2012
	-0.0113
	0.5644
	0.0633
	0.5806
	0.6005

	17
	Armenia
	1990-2012
	-0.0852
	0.9321
	0.1923
	1.0010
	1.4784

	18
	Kenya
	1962-2012
	-0.0019
	0.0842
	0.0605
	0.0855
	0.0850

	19
	Bolivia
	1962-2012
	0.0043
	0.8171
	0.0494
	0.8104
	0.7979

	20
	Kazakhstan
	1997-2012
	0.0011
	0.1512
	0.0443
	0.1358
	0.0459

	21
	Mexico
	1962-2012
	-0.0013
	0.1516
	0.0495
	0.1520
	0.1533

	 
 (Countries ranked based on vulnerability to natural disasters, World Risk Report) 


	
These will not be unbiased estimates of the true size of exogenous supply and demand shocks, because they also include the effects of monetary policy. In reality, one hopes that those countries that are already inflation targeters have been applying monetary policy in such a way as to try and succeed in narrowing the range of variation of the price level.  If they were to switch to targeting nominal GDP, one hopes that they would then apply monetary policy in such a way as to try and succeed in narrowing the range of variation of nominal GDP. (It would do this by trying to hold the aggregate demand curve steady.  Monetary policy operates via aggregate demand anyway; the price level is a step farther away.)  Thus our estimates of the range of uncertainty will be upper-bound estimates of the true width of the band that would be necessary if a country switched to targeting nominal GDP actively.  But if the horizon we are thinking of is only one year, then the ability of the central bank to offset shocks is pretty limited anyway and the upper bound may not be a bad approximation.[footnoteRef:34] 
 [34:  One might ask, “if monetary policy can’t change the outcome of output and inflation at the one-year horizon then what difference does the choice of regime make?”  The first answer is that one would be communicating more clearly at the one-year horizon about what one was already doing anyway (as argued by Bean, 2013).   The second answer is that nominal GDP targets could be announced at a two-year horizon, when there is enough time to react if nominal GDP (or inflation, if that is the regime) runs above or below the target and to nudge it to back in the right direction by the end of the two years.] 

Figure 2.1 shows the annual rate of growth of Kazakh nominal GDP from 1996 to 2012 and an ARIMA forecast that has been fitted to it.   Figure 2.2 does the same for the rate of change of the GDP deflator and Figure 2.3 for CPI inflation.   After estimating these forecast equations, we then estimated the standard deviation of each of the variables around the forecasts.   
Sixteen years is not a very long time series.  We repeated the exercise for 20 other countries as well, all of which have data going back further than Kazakhstan, to 1962 in a majority of cases.  They are shown in Table 3b.  (The countries are ranked by vulnerability to one particular kind of supply-shock: natural disasters.)  For 13 out of 21 countries, the correlation between real GDP and the GDP deflator is negative, with the result that the uncertainty for nominal GDP is in fact less than the uncertainty for the GDP deflator, measured by the standard deviation of the prediction errors. They include oil producers Algeria, Indonesia, and Nigeria.  But 8 out of the 21 countries go the other way, and Kazakhstan is one of them:  the uncertainty of nominal GDP appears to be greater than the uncertainty of the price level, signifying that demand shocks remain important even in countries with large terms of trade shocks.	

Mechanism of transmission

Regardless of whether monetary policy is to be guided by some sort of nominal GDP target or inflation target, or full discretion, a separate question is the mechanism through which the National Bank of Kazakhstan transmits its actions.  It has been noted that transmission from the reference rate or official policy interest rate set by the central bank to the economy has been ineffective.[footnoteRef:35]  Banks do adjust some contractual interest rates when the reference rate is changed.   But the important inter-bank money market rate does not appear to move in response to the central bank’s reference rate, even though it moves around in response to oil-related balance of payments flows and other factors.  For some years, the interbank rate lay far below the reference rate, evidently signaling a pattern of excess liquidity in the money markets.  But in the course of 2013 the pattern reversed:  The money market rate shot above other short-term rates, much as other interest rates around the world also rose, in response to “taper talk” from the US Federal Reserve.   [35:  IMF (2013) and Kazakhstan Ministry of Economy and Budget Planning (2013). ] 

A high priority for the central bank should be a framework for controlling the interest rate in the interbank money market.  The NBK should announce a target for the money market rate every few months.  The development of this tool should logically precede questions such as exchange rate policy or alternative nominal anchors.  But it does mean allowing somewhat more flexibility in the exchange rate, as the short-term interest rate becomes the primary gauge of monetary policy in place of the exchange rate.  Also, a framework for setting the money market rate should include a decision as to what the instruments to achieve it would be.  Possible instruments include operations in government paper, in central bank paper, in foreign exchange, or in some combination of the three.   Further development of a secondary market in government paper should facilitate open market operations; currently most of it is simply bought and held by private pension funds.

Summary of conclusions
We briefly review the recommendations for Kazakhstan’s exchange rate and monetary policy.

The move announced in September 2013, from a dollar-linked regime linked to a basket, is a good idea. Neither bilateral trade with the United States nor cyclical correlation is high enough to justify continuing the past focus on the dollar. The author also supports the idea of adding the Chinese yuan to the basket, in light of Kazakhstan’s increasingly important economic relationship with China.

Separately, a further move toward greater exchange rate flexibility would be desirable.  Kazakhstan is vulnerable to a variety of possible shocks, such as a fall in the world oil price, which would be better accommodated by a more flexible exchange rate regime.  For example, in place of a narrow band the authorities could start by broadening the band or could adopt a managed float that allowed larger fluctuations but systematically “leaned against the wind”: buying or selling foreign exchange reserves in proportion to a depreciation or appreciation relative to a central long-run equilibrium rate.

If the exchange rate regime does move further away from a peg and more in the direction of floating, as recommended, it becomes important to have some other nominal anchor for monetary policy, rather than relying on the exchange rate target. Many recommend Inflation Targeting as that alternative anchor, but the author shares the skepticism of the Kazakh authorities.  If a serious CPI target had been in place five years ago at the time of the global financial crisis, then Kazakhstan would have faced a difficult and unnecessary dilemma when it was hit by adverse shocks in oil prices, the housing sector, and the banking system: the country would have had either to forego the necessary February 2009 depreciation of the tenge or else to violate strongly the CPI target as the devaluation pushed up import prices.  The former choice would have been dangerous for the economy, while the latter choice would have largely defeated the purpose of having announced IT in the first place (that purpose being long-term monetary credibility).

The paper proposes an alternative anchor for monetary policy, in place of either the dollar exchange rate or any version of the CPI.  That alternative is nominal GDP. The attention that nominal GDP targeting has received in recent years has focused on major industrial countries.  But the innovation would in fact be better suited to middle-income commodity-exporting countries like Kazakhstan.  The reason is that supply shocks and trade shocks are much larger in such countries. Neither an exchange rate target nor a CPI target would allow the tenge to depreciate in the event of a fall in dollar oil prices.  A nominal GDP target would allow accommodation of the adverse terms of trade shock:  it would call for a monetary policy loose enough to depreciate the tenge against the dollar.  An exchange rate target would not allow the depreciation by definition, while a CPI target would work against it because of the implications for import prices.  In both cases sticking with the announced regime in the aftermath of an adverse trade shock would likely yield an excessively tight monetary policy.   

Nominal GDP targeting is not inconsistent with maintaining a public longer-run target for inflation.  A small first step in this direction by the National Bank of Kazakhstan could be regular announcements of nominal GDP growth on a par with the presentation of statistics for the exchange rate and inflation.

High priority should go to establishing an effective framework for domestic monetary policy transmission, such as targeting the monthly money market interest rate.  This short-term instrument would be useful, whether or not the authorities also set medium-term targets for inflation or GDP growth.


Appendix on Nominal GDP targeting
Origins of the proposal
The idea of nominal income targeting began as a component of a comprehensive macroeconomic policy framework proposed by James Meade in his 1977 Nobel Prize lecture (Meade, 1978).   Milton Friedman and the monetarists had been urging that central banks target the money supply.  Meade thought that targeting nominal income would be better, because of substantial fluctuations in the velocity of circulation of money, i.e., variation in the ratio of nominal income to the money supply.
Nominal income targeting received very little thought until several years later, after monetarism had been adopted as official policy by the Federal Reserve in 1980 -- and the Bundesbank, Bank of England, and Bank of Japan at roughly the same time -- and had soon been found wanting for precisely the reason of fluctuations in velocity.  It was one thing to produce econometric evidence that the demand for money was highly unstable. (The evidence had been disputed.) It was quite another thing to be faced, as the United States was in 1982, with the highest unemployment rate in 40 years (9.7%), a big decline in velocity (that is, increase in the demand for money), and the prospect that a foolish consistency of continuing to abide by a fixed money growth rate would possibly prolong the end of the recession by another four years.[footnoteRef:36] [36:  The Federal Reserve, citing large velocity shifts, decided to allow M1 to break firmly outside the previously announced target range beginning in late 1982 thereby accommodating the increased demand for money.  M1 grew 10.3 per cent per year from 1982:II to 1986:II.  For four years the monetarists decried the betrayal of the money growth rule, and warned that a major return of inflation was imminent.  Nobody can doubt, in retrospect that the Fed chose the right course. Even with the recovery that began in 1983 and continued through the four years and beyond, nominal GNP grew more slowly than the money supply: 8.0 per cent per year. Thus velocity declined at 2.3 per cent per year, in contrast to its past historical pattern of increasing at roughly 3 per cent a year. If the Fed had followed the explicit monetarist prescription of rigidly pre-committing to a money growth rate lower than that of the preceding period, such as Milton Friedman’s 3 per cent, and velocity had followed the same path, then nominal GNP would have grown at only 0.7 per cent a year. This number is an upper bound, because with even lower inflation than occurred, velocity would almost certainly have fallen even more than it did. The implication seems clear that the 1981-82 recession would have lasted another four years, had monetarism not been abandoned!  (Frankel, 1988, 1989, 1990).] 

Tobin (1980, 1983) pointed out that money supply targeting would transmit velocity shocks to the economy as needlessly severe fluctuations in demand, and that it would make more sense for the central bank instead to try to accommodate them. In other words, he argued that nominal income targeting dominates money targeting.   If the demand for money shifts up by 1 per cent, then the proper response is to increase the supply of money by 1 per cent, rather than create unnecessarily tight monetary conditions. Many other economists in the 1980s and early 1990s wrote on the proposal to target nominal GDP, whether to support it, study it, or both: Bean (1983), Brittan (1981, 1987), Feldstein and Stock (1994), Frankel (1988, 1989, 1990, 1995a), Hall and Mankiw (1994), McCallum (1987, 1988), McCallum and Nelson (1998), Meade (1984), Meade, Vines, and Maciejowski (1983), Taylor (1995) and West (1986).[footnoteRef:37] [37:  One variant of the proposal that has been around for a while is to target nominal demand, rather than nominal GDP.  Nominal demand excludes both the trade balance and inventory accumulation.  The arguments are that the central bank has more control over nominal demand than over nominal GDP and that inventory accumulation and artificial trade surpluses are not the best ways to go about stimulating the economy.] 

The interest in nominal income targeting in the 1980s was driven simultaneously by the increasingly recognized failure of monetarist targets and the increasingly sanctified principle that a central bank needed to commit to some nominal target, even if it was not the money supply, in order to anchor inflation expectations.  Milton Friedman lost the debate on the first score; by the time of his death, even he had changed his mind on the stability of the money demand function.  But he was judged to have won on the question of rules versus discretion.  
The argument for rules over discretion was given foundations in the theory of rational expectations by Barro and Gordon (1983).  They applied to the problem of monetary policy the idea of dynamic inconsistency:  (i) it was rational ex ante for a central bank to announce its plans for a low rate of money growth and inflation, in order to reduce expectations of inflation and thus favorably affect actual wage and price increases; and yet (ii) it was also rational for the central bank ex post to adopt a higher rate of money growth because it would stimulate output and employment, (iii) so that a rational public would perceive this inconsistency and would come to expect high inflation.   If the central bank had discretion, then, the economy would end up with high actual and expected inflation, with no increase in output and employment to show for it.   Better that the central bank should have its hands tied by a commitment to a rule, like Odysseus tied to the mast, so that it couldn’t inflate even if it wanted to.
The extreme Barro-Gordon case “stacked the deck” by modeling the inflationary bias that can hold under discretion without allowing any scope for the advantage of discretion: the ability to respond to shocks.  Rogoff (1985) and Fischer (1987) remedied the imbalance by including shocks in the model and showing that a tradeoff between the advantages of rules versus the advantages of discretion would yield an intermediate degree of commitment to a nominal anchor, such as a target zone.   The growing belief in the benefits of transparency and clear signaling of intentions by central banks, even at the cost of a bit of lost flexibility to respond to unexpected developments, supported the declaration of intermediate targets.   Announcing an intermediate target can enhance accountability and credibility, by giving the public a criterion by which the central bank’s performance can be judged.  The class of intermediate targets lies midway between the class of monetary policy tools (such as the policy interest rate, open market operations, bank reserve requirements, foreign exchange intervention, sterilization operations, and capital controls) and the class of ultimate objectives (such as inflation, growth, and the balance of payments).[footnoteRef:38] [38:  Friedman (1984).] 


The temporary revival of exchange rate pegs

After the experience of the early 1980s, the question was: If the money supply was no longer to be the intermediate target, what was to take its place?   Gold still had a few die-hard adherents, but not enough to be taken seriously.
Surprisingly, the nominal income targeting proposal did not attract the interest of monetary policy makers.   In the late 1990s, for example, when the European Monetary Institute studied what would be the monetary anchor of the coming European Central Bank, it did not even consider nominal income on the list of candidates (ending up, instead, with a bizarre two-pillar system). 
	As money-targeting faded, initially the only nominal variable that gained in popularity, particularly among smaller countries, was the exchange rate.  From the viewpoint of individual Mediterranean countries like Italy, the strongest argument in favor of European monetary integration was that an anchor to Germany’s currency would help defeat their chronic inflation.  In other parts of the world, an exchange rate anchor was a central component to the successful reforms finally adopted, during the years from 1985 to 1994, to defeat inflation rates that in the 1980s had been high (e.g., Mexico) or even in hyperinflation (e.g., Bolivia, Chile, Israel, Argentina, Russia, and Brazil).
As useful a role as they had played in these countries in defeating the inflation of the 1980s, exchange rate targets succumbed to new shocks in the years 1994-2001.  Speculative attacks hit the currencies of Mexico, Thailand, Korea, Indonesia, Russia, Brazil, Argentina, Turkey, and other middle-sized middle-come countries.    Each of these countries suffered serious real effects and each responded by permanently increasing its degree of exchange rate flexibility.   (Leaving aside Europe, only a very few developing countries like Ecuador responded to the crisis by going the opposite corner, to full dollarization.)

Another alternative rises: Inflation Targeting.

With exchange rate targets tarnished by the end of the 1990s, monetarism still discredited, and the gold standard having earlier been relegated to the scrap heap of history, there was a clear vacancy for the position of Preferred Nominal Anchor.  What was a middle-income country to do?  The regime of Inflation Targeting (IT) got the job.  IT was a fresh young face, coming with an already-impressive resumé of recent successes in wealthier countries.  Inflation targeting had first been enacted in New Zealand in March 1990.  Admired for its transparency and accountability, it had then been adopted by a number of other advanced countries: Canada, Australia, the UK, Sweden and Israel.  They were followed by middle-sized developing countries and transition economies, which had been battered by the currency crises of the 1990s.  Brazil, Chile, Colombia and Mexico switched from exchange rate targets to Inflation Targeting in 1999,[footnoteRef:39] the Czech Republic, Hungary and Poland about the same time, as well as Israel, Korea, South Africa, and Thailand.  Mexico followed in 2000, then Peru in 2002, Indonesia and Romania in 2005 and Turkey in 2006.[footnoteRef:40] [39:  Loayza and Soto (2002) and Schmidt-Hebbel and Werner (2002). .(Chile had started announcing inflation targets earlier, but kept a Band-Basket-Crawl exchange rate regime until 1999.)]  [40:  Rose (2007).] 

Inflation targeting was initially best known as a rule that told central banks to set a target range for the yearly rate of change of the Consumer Price Index (CPI) and to try their best to attain it.  If the governor of the central bank failed in that objective, he would be required to explain why.  At first the idea was that he might even be personally penalized in some way.
There were also, increasingly, proponents of flexible inflation targeting, who held that it was fine to put some weight on real GDP growth in the short run, as in a Taylor rule, so long as there was a clear target for CPI inflation in the longer term (Svensson, 2000, 2009). But some felt that if the definition of IT were stretched too far, it would lose its meaning.
Variants included targeting the price level instead of the inflation rate and targeting the core inflation rate (that is, excluding the volatile food and energy components of prices) instead of the headline number.   Flexible Inflation Targeters also tended to stress that it is the inflation forecast that should be targeted, rather than the actual inflation rate (even if a zone is allowed);  they seemed to believe that members of a central bank’s monetary policy committee possess a single shared forecast based on a single objective model of the economy.
In many ways, Inflation Targeting functioned well, both among industrialized countries and among others.[footnoteRef:41] It apparently anchored expectations and avoided a return to inflation in Brazil, for example.[footnoteRef:42]  Gonçalves and Salles (2008) found that emerging market countries that had adopted inflation targeting had enjoyed greater declines in inflation and less growth volatility.  But in one suggestive study, Fraga, Goldfajn and Minella (2003) found that inflation-targeting central banks in emerging market countries miss their declared targets by far more than they do in industrialized countries.   [41:   Among the many studies of inflation targeting for emerging market and developing countries, most of the judgmenbts were favorable.  Savastano (2000) offered a concise summary of much of the research as of that date.


References and further reading may be available for this article. To view references and further reading you must purchaseAmato and Gerlach (2002) and Masson, Savastano, and Sharma (1997) argued that IT can be good for emerging markets, but only after certain conditions such as freedom from fiscal dominance are satisfied, whileBatini and Laxton (2006) argued that pre-conditions have not been necessary.  Laxton and Pesenti (2003) concluded that because central banks in emerging market countries (such as Czechoslovakia) tend to have lower credibility, they need to move the interest rate more strongly in response to movements in forecasted inflation than a rich country would.  Others include Debelle (2001);  De Gregorio (2009); Goodfriend and Prasad (2007); Hammond, Kanbur, and Prasad (2009); Jonas and Mishkin (2005); Mishkin (2000; 2008); and Mishkin and Schmidt-Hebbel (2007).   ]  [42:  Despite two severe challenges: the 50% depreciation of early 1999, as Brazil exited from the real plan, and the similarly large depreciation of 2002, when a presidential candidate who at the time was considered anti-market and inflationary pulled ahead in the polls  Giavazzi, Goldfajn, and Herrera (2005).] 

The inflation targeting regime eventually suffered some heavy blows, analogous perhaps to the crises that had hit exchange rate targets in the 1990s and money targets in the 1980s. Central bankers were caught unawares by speculative bubbles in asset prices, especially the real estate boom that peaked in 2006.  The biggest setback was the full-fledged global financial crisis (or “North Atlantic Financial Crisis”) that hit in September 2008, with severe consequences for the global economy. One might argue that inflation targeting had diverted monetary authorities from paying as much attention to asset prices as they should have.[footnoteRef:43] [43:  Central bankers had told themselves that they were giving asset markets all the attention they deserved, by specifying that housing prices and equity prices could be taken into account to the extent that they carried information regarding goods inflation. But this escape clause proved insufficient: When the global financial crisis hit, suggesting at least in retrospect that monetary policy had been too loose during the years 2003-2006, it was neither preceded nor followed by a substantial upsurge in inflation.  That the boom-bust cycle could take place without inflation should not have come as a surprise (White and Borio, 2004). The same thing had happened when asset market bubbles ended in crashes in the United States in 1929, Japan in 1990, and Thailand and Korea in 1997. And the Greenspan hope that monetary easing could clean up the mess in the aftermath of such a crash proved to be wrong.] 

While the lack of response to asset market bubbles was probably the biggest failing of inflation targeting, at least among industrialized countries, another major setback was inappropriate responses to supply shocks and terms of trade shocks. An economy adjusts better if monetary policy responds to an increase in the world prices of its exported commodities by tightening enough to appreciate the currency. But CPI targeting instead tells the central bank to appreciate in response to an increase in the world price of the imported commodities – exactly the opposite of accommodating shifts in the terms of trade. For example, it is widely suspected that the reason for the otherwise-puzzling decision of the European Central Bank to raise interest rates in July 2008, as the world was sliding into a severe recession, was that oil prices were just then reaching an all-time high. Oil prices get a substantial weight in the European CPI, so stabilizing the CPI when dollar oil prices go up requires appreciating versus the dollar.

The Revival of Nominal GDP Targeting Proposals

After years of absence, the idea of Nominal GDP Targeting resurfaced in 2011.  The comparator was new:  now the alternative to beat is inflation targeting, whereas in the 1980s it had been money targeting. Fans of nominal GDP targeting point out that it would not, like inflation targeting, have the problem of excessive tightening in response to adverse supply shocks. Nominal GDP targeting stabilizes demand, which is really all that can be asked of monetary policy. An adverse supply shock is automatically divided between inflation and real GDP, equally. This is pretty much what most central banks with discretion would do anyway, as opposed to taking the adverse shock solely in the form of inflation or solely in the form of a recession.  The last part of this appendix reports a simple analysis, algebraically and graphically, suggesting that a nominal GDP target under certain plausible conditions is better able than inflation targeting to achieve the objectives of output and price stability, particularly to the extent that supply shocks are important.
The venue of the revival was also new: enthusiastic blogging by proponents (Scott Sumner, Lars Christensen, David Beckworth, and others[footnoteRef:44]).  A respected economist at Goldman Sachs came out in favor (Hatzius, 2011). The movement hit the big time when Michael Woodford (2012) delivered a weighty theoretical analysis. [44:  Their blogsites are, respectively, Money Illusion, Market Monetarist, and Macromarket Musings. Indeed, The Economist has held up the successful revival of nominal GDP targeting as an example of the benefits of the blogosphere to society.] 

In addition, the cyclical context was new.   The long term argument for a regime that targets nominal GDP is always that it is more robust with respect to shocks than its competitors, particularly real/supply shocks. But why did it suddenly gain popularity at this point in history, after two decades of living in obscurity?   In the context of major industrialized countries, nominal GDP targeting is thought to have another advantage in the lingering aftermath of the Great Recession.  Its proponents see it as a way of achieving much-needed monetary stimulus -- the opposite of the early 1980s, when it was part of the movement to achieve greater discipline in monetary policy.  There is no contradiction.  Its longstanding proponents see nominal GDP targeting as a practical way of achieving whatever goals seem most appropriate at the time:  monetary easing, monetary tightening, or stabilization around the recent monetary stance and inflation path.
Monetary easing in advanced countries since 2008, though strong, has not been strong enough to bring unemployment down rapidly nor to restore output to potential. It is hard to get the real interest rate down when the nominal interest rate is already close to zero, the problem known as the Zero Lower Bound, a case of the old liquidity trap. This has led some, such as Olivier Blanchard and Paul Krugman, to recommend that central banks explicitly announce a higher inflation target: around 4% or 5%.  With 10-year interest rates at 2 or 3 per cent, this could deliver a real interest rate of negative 2 per cent.[footnoteRef:45]  But most economists, and an even higher percentage of central bankers, are loath to give up the anchoring of expected inflation at 2% which they fought so long and hard to achieve in the 1980s and 1990s. Of course one could declare that the shift from a 2% target to 4% would be temporary. But this would damage the long-run credibility of the sacrosanct 2% number. [45:  Blanchard et al. (2010) and Krugman (2012a).  This is what Krugman and Ben Bernanke had both advised the Bank of Japan to do in the 1990s, to get out of its deflationary trap; see Krugman (2012b).] 

In this light, an attraction of nominal GDP targeting is that one could set a target for nominal GDP that constituted 4 or 5% increase over the coming year – which for a country teetering on the fence between recovery and recession is in effect a 4% inflation target – and yet one would not have to give up the hard-won emphasis on 2% inflation as the long-run anchor.[footnoteRef:46]  Indeed the central bank could continue to declare that its objective for inflation at the 3-to-5 year horizon is the same as before, 2% for the US case (a bit lower than that in Japan, and higher in most developing countries).  This version of nominal GDP targeting is perfectly consistent with Flexible Inflation Targeting, just substituting a slightly more concise nominal GDP target for a Taylor rule at the 1-2 year horizon.[footnoteRef:47]  This is what Bean (2013) means when he says that the issue is not a change in objectives but rather “whether a target for nominal income growth provides a better way of describing policy,” i.e., the policy that the Bank of England already follows under FIT.  Thus nominal GDP targeting was seen as helping address the current situation in major industrialized countries, not just offering a possible durable monetary regime for the future. [46:  Under this plan, central bankers would just remain silent on their forecasts of the inflation rate at the one or two-year horizon.   When asked, they would answer, correctly, “We hope that the 5% increase in nominal GDP takes the form of real growth more than the form of inflation.  But we have no influence over this breakdown.”   Markets would understand that in the event that real growth turned out low, inflation would turn out high; but this perception on the part of the markets is precisely what would be wanted in the event of inadequate growth, an automatic self-correction mechanism in the form of a low real interest rate.  Frankel (2012e).]  [47:  The simple original Taylor rule put equal weight on the real GDP variable and the inflation variable.  Thus at a one-period horizon it is equivalent to a nominal GDP rule, but the latter is more succinct.] 

Mark Carney (2012), as Governor of the Bank of Canada, was interested in a nominal GDP target,[footnoteRef:48] and his appointment to become Governor of the Bank of England in 2013 led to speculation that the United Kingdom might be the first to try it.  But, so far, most central bankers remain daunted by questions around the untested proposal: fear that the public doesn’t know the difference between nominal GDP and real GDP, that they will be held responsible for hitting a target they can’t hit, that measurement errors and revisions offer further complications, and that if they abandon their 2% inflation objective even temporarily they will suffer a permanent loss in credibility.[footnoteRef:49]
 [48:   Particularly the variant under which the authorities would, perhaps on a one-time basis, announce a target for the level of nominal GDP well above the current level, as a sort of forward guidance or one-way threshold commitment that would reduce the real interest rate while the nominal interest rate was constrained by the Zero Lower Bound. “For example, adopting a nominal GDP (NGDP)-level target could in many respects be more powerful than employing thresholds under flexible inflation targeting. This is because doing so would add “history dependence” to monetary policy. Under NGDP targeting, bygones are not bygones and the central bank is compelled to make up for past misses on the path of nominal GDP … Bank of Canada research shows that, under normal circumstances [key conditions are necessary:]… people must generally understand what the central bank is doing - an admittedly high bar. However, when policy rates are stuck at the zero lower bound, there could be a more favourable case for NGDP targeting.” ]  [49:  Bean (2013) considers the pros and cons.] 

IT versus Nominal GDP Targeting for Commodity-Exporting and Developing Countries

Virtually all of the renewed interest in Nominal GDP targets has focused on major industrialized countries, particularly Britain, Canada, Japan and the United States. There had been (earlier) only a few obscure proposals that nominal GDP targeting be considered by other sorts of countries: McKibbin and Singh (2003), Frankel (1995b), and Frankel, Smit and Sturzenegger (2008).[footnoteRef:50]
 [50: These authors were thinking of, respectively, India, East Asia, and South Africa.] 

Middle-sized developing countries, emerging markets, and transition economies tend to differ from industrialized countries in a number of respects, at least four of which suggest that nominal GDP targeting particularly suits them:  (i) unstable international financing that is more likely to be a source of shocks than a solution to them; (ii) greater need to earn monetary credibility than among advanced countries, (iii) bigger domestic supply shocks, and (iv) bigger terms of trade shocks.   Consider each property in turn.
(i) The fickleness of international financial markets helps explain the relative scarcity of appropriate theoretical models with which to analyze monetary regimes for developing countries.   Many theoretical models, developed originally for advanced countries, do not feature a role for exogenous shocks in trade conditions or difficulties in the external accounts.  The theories tend to assume that countries need not worry about financing trade deficits internationally, presumably because international capital markets function well enough to smooth consumption in the face of external shocks.   But for developing countries, international capital markets often exacerbate external shocks or even constitute the origin of shocks, rather than helping to smooth them.   Capital inflow booms are often followed by busts, featuring sudden stops in inflows, abrupt depreciation, and recession (Figure 1).[footnoteRef:51]  Often the pattern can be described as pro-cyclical rather than countercyclical, especially for mineral exporters:  when the global price of the export commodity is high, international investors are eager to lend, but when it falls they want their money back.  (The pro-cyclicality can be modeled as arising from creditors’ requiring collateral, in the form of export earnings.)  [51: E.g., Kaminsky, Reinhart and Vegh (2005); Reinhart and Reinhart (2009); Gavin, Hausmann, Perotti and Talvi (1997).] 

Sometimes, as in 2008, global financial markets are actually the source of the shock itself.   The new paradigm of “risk on, risk off” captures the idea of a fluctuating price of risk on world financial markets, which sends money during some intervals sloshing into countries perceived as riskier and during other intervals scurrying back to safe havens such as the United States, without any fundamental change in economic conditions having taken place. An analysis of alternative monetary policies that did not take into account the international financial crises of 1982, 1994-2001 or 2008-09, would not be useful to policy makers in emerging market and commodity-exporting countries.
(ii) It has been pointed out that monetary authorities in developing countries and transition economies are likely to have a more acute need to earn credibility than those in advanced countries, either because they have a shorter track record (e.g., countries that emerged from the break-up of the Soviet Union in 1991) or because their recent past history includes episodes of high inflation or even hyperinflation (some transition economies, again, but also other countries around the world, especially in Latin America).  One implication is that it may be more necessary for these countries to declare a nominal anchor, or even a rule, than is the case for advanced countries.  Another implication is that it may be more important that they actually be able subsequently to keep the chosen variable inside the target range most of the time.  The Bundesbank had enough credibility that it could afford to miss its declared M1 targets most of the time (because it found that velocity shocks had rendered them unrealistic).  Other countries that do not have that luxury may need to consider more carefully how to choose a target ex ante that they are likely to be willing to live with ex post.
(iii) The importance of choosing as target a variable that the economy is likely to be able to live with leads to the question of what kinds of shocks countries experience.   As shown in the simple theoretical model, the superiority of nominal income targeting to inflation targeting (narrowly defined) depends on the presence of supply shocks.  Supply shocks tend to be more important in developing countries and commodity exporting countries, due to greater vulnerability to severe weather events and natural disasters and perhaps more social instability.[footnoteRef:52] [52:  McKibbin and Singh (2003) and Frankel, Smit, and Sturzenegger (2007).] 



Figure 3: When a Nominal GDP Target Delivers a Better Outcome than IT
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Under strict IT, to prevent the price index from rising in the face of an adverse supply shock, monetary policy must tighten so much that the entire brunt of the fall in nominal GDP is borne by real GDP.   As shown in Figure 3, the consequent fall in output puts the economy at a lower level of economic welfare (at point B).  Most reasonable objective functions would, instead, tell the monetary authorities to allow part of the temporary shock to show up as an increase in the price level.[footnoteRef:53] [53:  Of course this is precisely the reason why many IT proponents favor flexible inflation targeting, often in the form of the Taylor Rule, which does indeed call for the central bank to share the pain between inflation and output.  E.g., Svensson (2000).  (It is also a reason for pointing to the “core” CPI rather than “headline” CPI.)] 

The nominal GDP target gives exactly the right answer if the simple Taylor Rule’s equal weights accurately capture what discretion would do.  (In other words, under these special conditions, it captures the advantages of discretion but without the inflation bias that the Barro-Gordon model attributes to discretion.)  Even if not exact, the “true” objective function would have to put far more weight on the price stability objective than the output objective, or AS would have to be very steep, for the price rule to give a better outcome.  That is not impossible: the case where IT dominates nominal GDP targeting even in the face of a supply shock is shown in Figure 4.  It requires a steep AS curve and a flat loss-function tradeoff between output and inflation (parameters which, in principle, could be estimated).

Figure 4: When IT Delivers a Better Outcome than a Nominal GDP Target
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First steps in the simplest possible model
AS:  y t= b pt - u t		u t  ≡ adverse supply shock.				(1)
AD: p t + dyt = m t + v t,      	v t  ≡ positive demand shock.				(2)
All variables are in logs.  Output y is expressed relative to potential output and the price level p is expressed relative to its expectation (which, at a one-year horizon is the same thing as the inflation rate relative to its expectation).
The simplest possible interpretation of the Aggregate Demand relationship is that it is the quantity theory of money, where m defined as the money supply, d can be set to 1, and v is defined more narrowly as a velocity shock.  A slightly less simple interpretation is that it is the reduced form of an IS-LM system, where the interest rate has been solved out, and v includes various sources of changes in demand.  (Or m could be defined as simply the interest rate itself or as an index of monetary conditions – whatever is the preferred indicator of the monetary policy setting.)
Solving for the price level,      pt  =   .			(3)
Solving for real income,          yt =   .			(4)
Equations (3) and (4) can be thought of as the base case where the money supply or other indicator of the monetary policy stance is set for the year.  We could solve for one alternative case when monetary policy is varied so as to keep the price level pt equal to an announced target (IT) and a second alternative case when it is varied so as to keep nominal GDP equal to an announced target (yt + pt ). 
The two regimes can then be evaluated by their ability to minimize a quadratic loss function in inflation and output:  Λ = a p2 + (y - )2,  where a is the weight assigned to the price stability objective, and we assume that the lagged or expected price level relative to which p is measured can be normalized to zero.  The preferred level of output is .
Barro and Gordon showed that if the central bank has full discretion to minimize the loss function in this model, there is an inflationary bias under rational expectations or in the long run:  pe = Ep = () b/a.  The point of a credible nominal target is to eliminate the inflationary bias.  But the economy is still vulnerable to short-run shocks, and their impact depends on which variable has chosen to be the nominal target.
If the money supply is the nominal anchor, then p + y =  + v.   Combining with the Aggregate Supply relationship, the equilibrium is given by	
                              y =   + (u + bv)/(1+b),	and	p = (v - u)/(1+b).  
Which regime minimizes the loss function?  It depends on how big the shocks are, and how big a weight (a) is placed on inflation-fighting.   In the case of a nominal GDP rule, the authorities vary the money supply in such a way as to accommodate velocity shocks. The equation p + y =  + v  is replaced by the condition that p + y is constant.  The solution is the same as in the monetarist case, except that the v disturbance drops out.  The loss function is unambiguously better than in the money rule case, as long as there are any velocity shocks.  It is still not possible, without knowing var(u) or a, to say that the rule dominates discretion.   
Under a price level rule, the authorities set monetary policy so that the price level is not just zero in expectation, but is zero regardless of later shocks.  The price level rule is likely to dominate the money supply rule if velocity shocks are large. (If velocity shocks are small, the money supply rule collapses to the nominal GDP rule, which we now consider.) The price level rule is in turn dominated by the nominal GDP rule if 

 						 a < (2 + b)b.

This condition does not automatically hold.  The question is whether the inverse slope of the Aggregate Supply curve is high relative to the priority placed on price stability.  This corresponds nicely to what we learned from looking at Figures 3 and 4.  For example, if the condition a < b holds, the necessary condition easily follows; nominal GDP targeting dominates.  (The results asserted in the last two paragraphs are derived in Frankel, 1995a,b, 2011b).
The original Taylor Rule from Taylor (1993), which is still the form in which it is most commonly presented, gives equal weight to output and price stability in determining how the monetary authorities should adjust their policy instrument, the real interest rate, in response to shocks:  a = 1.  In that case, the question is whether b > .  The important parameter that we need to estimate is b, the inverse slope of the supply curve.  Is the AS curve flat enough?  Is 1/b  <  1/( ) = 1+   =  2.414? [footnoteRef:54] [54:   Some later versions of the Taylor Rule assign a smaller weight to inflation than to output in the short-term reaction function.  Taylor (1999) has a = 0.5.  This would make the condition  a < (2 + b)b easier to satisfy:  b>0.1 would be sufficient.   All countries’ slope coefficients estimated in Table 4 would then be low enough to qualify -- except that it is hard to know what to make of those coefficient estimates that came out negative.] 

	
Table 4: Regression of inflation against GDP growth, to estimate Aggregate Supply for oil-exporting countries
	 
	Country
	Regression with AD shocks as IVs for GDP
	Period

	
	
	Coefficient
	SE
	t-stat
	

	1
	Iran
	-3.285
	5.143
	-0.64
	1988-2009

	2
	Saudi Arabia
	3.327
	1.981
	1.68
	1988-2012

	3
	Nigeria
	5.861
	6.824
	0.86
	1988-2012

	4
	Kazakhstan
	1.656
	0.749
	2.21
	1993-2012

	5
	Russia
	-2.360
	3.068
	-0.77
	1988-2012

	6
	Norway
	-3.086
	3.665
	-0.84
	1988-2012

	7
	Algeria
	-5.268
	2.355
	-2.24
	1988-2012

	8
	Kuwait
	-2.109
	2.083
	-1.01
	1991-2012

	9
	Mexico
	3.673
	3.507
	1.05
	1988-2012

	10
	Venezuela
	0.873
	1.681
	0.52
	1991-2012


Instrumental variables: growth of local military spending/GDP and trading partners' GDP growth
(weighted average of trading partners; weights are bilateral trade as a share of the country’s total trade).
To work with numerical values, one must know the parameters, especially the slope of the AS curve.  (It would also be good to know how big the variance of the supply shocks is.)  In principle, these parameters can be estimated, so long as we have good instrumental variables to identify the two equations.  Possible exogenous instruments to identify shifts in the Aggregate Supply curve include natural disasters such as droughts, hurricanes and earthquakes[footnoteRef:55] and trade shocks such as increases in import prices.   Possible exogenous instruments to identify shifts in the Aggregate Demand curve include fluctuations in the incomes of major trading partners (weighted by bilateral trade) and military spending.   The equations can be estimated by Instrumental Variables. [footnoteRef:56]    [55:  Cavallo and Noy (2011).]  [56:  If there is a single instrumental variable for each equation, then the slopes can be estimated by the Indirect Least Squares: The ratio of the demand shock coefficient in the income equation (4) to the demand shock coefficient in the price equation (3) is an estimate of the crucial parameter b, the slope of the Aggregate Supply Curve.  The ratio of the supply shock coefficient in the price equation (3) to the supply shock coefficient in the income equation (4) is a statistical estimate of -d, the slope of the Aggregate Demand curve.
] 

We focus on 10 oil-exporting countries, of which Kazakhstan is one.  Table 4 reports preliminary estimates of the coefficient in the Aggregate Supply equation, identified as such by means of the Instrumental Variables for demand shocks.  In the case of Kazakhstan, the estimated Aggregate Supply slope is 1.66 and statistically significant.  The point estimate satisfies the condition of being less than 2.414, thereby satisfying the necessary condition.  (Its inverse, b, is greater than .414).  Under the assumptions we have made, Nominal GDP Targeting dominates Inflation Targeting for Kazakhstan, in terms of achieving the objectives of output and price stability.  
In other words, the estimate in Table 4 suggests that Kazakhstan looks more like Figure 3 than like Figure 4.  (The Aggregate Supply curve is relatively flat.)  If inflation were not allowed to rise in response to an adverse aggregate supply shock, then the resulting loss in output would apparently be severe.   This statistical analysis is only preliminary; some might regard as heroic the assumptions that were made to arrive at this point; and much has been left out of the analysis.  Nevertheless, these results do tend to support the case for NGDP targeting, as an alternative over Inflation Targeting.
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